I. Introduction

While the concept of “Artificial Intelligence” ("AI") has been with us since at least the 1950’s, the accelerating real-world application of “thinking” machines is currently impacting aspects of intellectual property in new and fundamental ways. A defining feature of an AI entity is “the ability to reason, discover meaning, generalize, or learn from past experience.” Technological advances in data capacity and processing have paved the way for machine-learning to use deep-learning and big-data techniques in today’s businesses. Although there has been much speculation of AI taking over the world; AI with learning capabilities sufficient to support such megalomaniacal behavior are not currently feasible and appear to be concerns for “down the road.” However, while human intervention may still be necessary to fully use today’s AI, it does not take away from the real issues surrounding use of AI in Intellectual Property (“IP”) issues. Almost all forms of IP (copyright, trademark, patent, trade secret) may have ownership issues when it comes to AI being involved with the creation of any apparel, manufactured item, a process, a formulation, a drug, or any form of media.

This document addresses IP issues surrounding AI, distinguishing between issues related to Inventive AI and issues related to AI Inventions. Inventive AI refers to inventions that are derived, discovered, or otherwise arrived at primarily by the efforts of AI. Conversely, AI inventions are those innovations that incorporate the use of machine learning, big data analysis, and/or deep data analysis to achieve a result. This document will use these terms to distinguish between IP issues arising from innovations made by AI as opposed to IP issues arising from attempts to procure rights for innovations that implement AI. For the purposes of clarity, the first two chapters of this document address the impact of AI on IP Offices and IP legal practice, and each subsequent chapter addresses issues related to a particular type of IP asset (i.e. patents, trademarks, trade secrets, or copyrights). The sections within each chapter are directed to specific international jurisdictions, and the IP issues surrounding AI and IP within those jurisdictions.
II. AI Impact of IP Offices

AI has important implications for the operations of all IP offices around the world. Primary uses of AI may include assisting in such things as translations, user trademark database searches, patentability examination searches, automatic patent classification, and many other uses. The World Intellectual Property Organization (‘‘WIPO’’) has a list of AI initiatives supported by various IP offices throughout the world. In September of this year, the United States Patent and Trademark Office (‘‘USPTO’’) issued a request for information to assess the industry’s ability to assist with USPTO patent searches through the use of AI. The WIPO and USPTO publications may be useful in obtaining additional information about IP Office initiatives.

III. AI Impact on the IP Profession around the World

To evaluate the significance of AI to the day-to-day practice of IP law, it is helpful to look at the types of tasks done by attorneys, patent agents, paralegals, and support staff. At a high level, these tasks can be categorized into (1) those requiring judgement and creativity and (2) those which are mechanical, repeatable, and/or data intensive. AI innovations are being used more and more to take the burden of tasks in the second category off the shoulders of practitioners. The result is more time and better information to support tasks requiring human-level intelligence in the first category.

The applications of AI in IP practices can be grouped into three categories: document automation, process automation, and AI-enabled insights. Document automation entails the computer generation of documents based on learned behaviors. More than simple merges and form-filling, AI-based document automation can look at language in context, conformance with style, proper numbering, antecedence, and other written characteristics to create or fix the text. Examples of document automation in IP include automated patent or trademark application drafting, patent application-specific proofreaders, and auto-generating drawing figures. Process automation leverages input data to perform what would be manually tedious processing of that data—generally non-writing tasks. This includes leveraging patent or trademark data for search purposes. The results are data sets and summaries for use by the practitioner. Examples of process automation include docketing, generating office action shells, automating filing documents, performing patentability searches, creating and managing information disclosure statements (‘‘IDSs’’), and client reporting. AI-enabled insights bring the technology a step closer to influencing judgement and creativity tasks by culling large datasets to provide insights, predictions, or suggestions for a practitioner to evaluate to make better informed decisions. Examples of AI-enabled insights include USPTO art unit prediction, accessing subject matter eligibility, predicting whether the next action will be an allowance or a rejection, guiding prosecution strategy based on, for example, United States Patent and Trademark Office Patent Trial and Appeal Board results, predicting behavior of examiners and art units in prosecution, and of judges in patent litigation, freedom-to-operation analysis, patent landscaping, and informing maintenance decisions.

In the legal space, patents are somewhat unique due to the amount of publicly available information, spanning millions of published patent applications and grants, to terabytes of prosecution and litigation documents and data. As such, there are many opportunities for the development of AI technologies that rely on rich data for training and analysis. This is evidenced by the explosion in commercially available AI tools in the IP space over the past
few years,\textsuperscript{38} which is in turn a reflection of increasing legal-technology investment and market interest.\textsuperscript{39} As these new technologies mature, we may expect to see a shift in our profession akin to those experienced by architects\textsuperscript{40} and accountants\textsuperscript{41} with the advent of computer-aided drafting and electronic spreadsheets, respectively—a net positive for the industry with higher quality, higher efficiency, better access to services, and growth in the workforce.

IV. AI Impact on the Practice of Patent Law

A sample of the patent-related issues that consistently appear across jurisdictions and societies represented herein are listed below. Some of these have cross-over to the various other IP areas. The sections of this chapter attempt to provide greater detail and discussion of many of these issues.

\textit{Inventorship}

In most jurisdictions, an “inventor” is defined as either an individual, human or person (CN, JP, KR, US), or undefined entirely (EP). Might this be a case where for the good of all, a common definition is laid down for an inventor; such that an AI entity can be considered a co-inventor (“AI Invention”)? Then the next step might be to figure out what happens if the AI is the sole inventor (“Inventive AI”). Does this mean that an invention involving an AI entity in the inventive process cannot be patented?

\textit{Patent eligibility}

While many IP5 Offices\textsuperscript{42} will indicate a willingness to allow AI Inventions, it is well known that AI capabilities rely primarily on software, processes and algorithms using machine learning and/or deep data. These are precisely the types of areas that IP5 Offices have the most difficult time in allowing. What special capabilities are needed in various regions of the world to overcome this hurdle and allow the Offices to issue patents for AI Inventions. Are specialty databases arranged in specific ways in combination with hardware needed to obtain allowance of AI inventions?

\textit{Adequacy of disclosure}

Challenges existing in the area of disclosure adequacy are wide and deep, covering at least two major topics—claim scope and transparency. While disclosure would generally cover what was known at the time of training, a broader scope of claim may be needed to encompass what the AI enabled invention does. In fact, understanding exactly how the AI enabled invention gets to the end-result is problematic (e.g., this is analogous to a teacher admonishing a student for having the right answer without detailing how they got it). Additional problems may arise from the use of privacy restricted data pools in model training or deployment. Is the practitioner allowed to disclose details about the privacy restricted data pool? If not (such as in the EP), how may a practitioner disclose the precise nature of machine learning models?

\textit{Assessment of inventive step}

Many of the problems addressed this section relate to what an Ordinary Person Skilled in the Art (“OPSIA”) really is for both AI Inventions and Inventive AI. Is there a different standard for review of patent applications directed to inventions by “persons,” AI Inventions, and for Inventive AI? If patent applications for innovations by Inventive AI are allowable, then
is an OPSITA an AI entity? Further, the scope of the prior art available to the Examiner for examination purposes is based upon whom create it. If an AI entity creates lots and lots of patent applications, in what circumstances may the patent applications permissible for use as prior art?

These issues are addressed for each of China, Europe, Japan, Korea, and the United States in the below sections.

A. United States of America (US)

1. Inventorship

As current technological advances occur in the use of AI and entities employing AI, not only are there potential issues with inventors determining how much protection will be given to the novel concepts being pursued by the inventors (AI Inventions), there is also the flip side of working out what protection is afforded to the AI entity “discovering” the novel concept (Inventive AI). There are those that would consider the AI entities as inventors, some discuss public domain as a potential alternative, while others suggest abolishing inventorship rights for any AI entity invention altogether.

The U.S. requires that the inventors or joint-inventors be named when a patent application is filed. The case law in the U.S. states that to be an inventor there must be a “contribution to the conception” of the invention. Similarly, 35 U.S.C. § 100(f) defines an “inventor” as “the individual or, if a joint invention, the individuals collectively who invented or discovered the subject matter of the invention.” Therefore, there is a presumption under U.S. law that the inventors are human.

Thus, the USPTO, at least, considers inventors to be people. This may seem at first glance, to be stating the obvious because inventorship requires contribution to the conception of the invention, which requires high cognitive reasoning. As the Court of Appeals for the Federal Circuit stated in New Idea Farm Equipment Corp. v. Sperry Corp. and New Holland Inc., “people conceive, not companies[.]”

However, the more advanced AI becomes, the more a non-human AI has the ability for cognitive reasoning, which has implications for patents and patent rights. One possible conclusion would be that whoever designs the input parameters, i.e. determines the data with which the AI will create, would be the inventor(s). However, there is a continuum in the involvement the program designer has in relationship to the final invention. For example, if there are only a few design parameters, then the designer may be relatively close to the invention that comes out the other side. However, if the AI is analyzing and modeling millions of variables, e.g. as it is typically done with AI developed drug compounds, the relationship between the program designer and a single possible drug candidate compound that is designed by the AI becomes very tenuous. As noted above, in the U.S., inventorship requires a contribution to the conception of the invention. The scientist or engineer who programs the AI to consider millions of variables to develop new compounds may be an inventor on the software used to program the AI; however, there is a significant question as to whether that person contributed to the conception of the invention, i.e. the new compound itself.

If the AI is determined to be the sole contributor to the conception of the invention and there are no human inventors, arguably the new compound cannot be patented in the U.S. The
USPTO Manual of Patent Examining Procedure (“MPEP”)\textsuperscript{50} and relevant patent rules refer to inventors as a “person.” However, the underlying statutes are not as clear. As indicted above, 35 U.S.C. § 100 defines inventors as “individuals” and while 35 U.S.C. § 116 pertains to “inventors”, this section of the statute discusses errors in inventorship, omitted inventors, etc., without explicitly precluding a non-human from being an inventor. The language of the statutes was, no doubt, drafted under the assumption that inventors are humans, as the possibility of an AI inventor did not exist at the time of drafting. However, to resolve this issue the U.S. will need to resolve conclusively the issues as to whether “inventors” must be human.

Finally, it is noted that the recently issued guidance of the USPTO on Subject Matter Eligibility under 35 U.S.C. § 101 and Computer-Implemented Functional Claim Limitations under 35 U.S.C. § 112 will not have any impact on the above-discussed considerations of inventorship.\textsuperscript{51}

2. Patent eligibility\textsuperscript{52}

The U.S. affords patent protection to “any new and useful process, machine, manufacture, or composition of matter, or any new and useful improvement thereof.”\textsuperscript{53,54}

On the subject of AI Inventions, patent eligibility is a significant hurdle to many software-based inventions. Since most AI Inventions to date are directed to software, there is limited guidance in the U.S. distinguishing the patent eligibility analysis for AI Inventions from software inventions more generally.\textsuperscript{55} As a general principle, AI Inventions that simulate, supplement, or replace human thought will be subject to heightened scrutiny.\textsuperscript{56} But where claims are focused on a specific means or method that improves the relevant computer technology,\textsuperscript{57} courts have held that some “[p]rocesses that automate tasks that humans are capable of performing are patent-eligible.”\textsuperscript{58} Support for patent-eligibility of an AI Invention may be further bolstered by the fact that AI Inventions are not a naturally occurring phenomenon.\textsuperscript{59} Recently, the USPTO released guidance further suggesting that claims directed to a “practical application” of otherwise patent-ineligible subject matter may be eligible for patent protection.\textsuperscript{60} Nevertheless, affording patent protection to AI Inventions broadly capable of the ability to reason, discover meaning, generalize, or learn from past experience will likely “compound the public policy dilemmas already troubling the legal protection of computer programs.”\textsuperscript{61}

While the statute does not necessarily bar ownership of patents to Inventive AI entities,\textsuperscript{62,63} U.S. courts have principally interpreted the contours of patent eligible subject matter with human inventors in mind—i.e., “anything under the sun made by man”\textsuperscript{64}—and have excluded from patent protection claims directed to laws of nature, natural phenomena, and abstract ideas.\textsuperscript{65} In 2014, the Supreme Court articulated a two-step framework for ascertaining patent eligibility: (1) “determine whether the claims at issue are directed to one of those patent-ineligible concepts;” and if so, (2) determine whether the elements of the claim, considered individually and as an ordered combination, “transform the nature of the claim into a patent-eligible application.”\textsuperscript{66,67} This flexible two-step framework, however, may be problematic when addressing the inventions of AI entities. For example, software-based inventions directed to “human” thought processes\textsuperscript{68} are particularly vulnerable\textsuperscript{69} under step one of this framework. Courts have not yet addressed whether or how an AI process that emulates or replaces human thought should be factored into this “mental steps” analysis. Indeed, because of the differences between human and machine “thought” processes,\textsuperscript{70} some have advocated
that such a mental steps analysis should be wholly inapplicable in evaluating any AI-based innovation.\textsuperscript{71} Likewise, under step two of the framework, claims that only recite “well understood, routine, conventional activity already engaged in by the scientific community” will be found patent-ineligible.\textsuperscript{72} The question remains as to what happens when the relevant community consists of other Inventive AI entities.

3. Adequacy of disclosure\textsuperscript{73}

The Court of Appeals for the Federal Circuit has consistently found that 35 U.S.C. § 112(a)\textsuperscript{74} requires that the specification provides a written description of: 1) the invention; 2) the manner and process of making and using the invention; and 3) the best mode for carrying out the invention\textsuperscript{75}, noting that “a separate requirement to describe one’s invention is basic to patent law. Every patent must describe an invention…”\textsuperscript{76,77} These requirements are reiterated in the recently released guidance from the USPTO, which maintains the need for specification to disclose the algorithm for performing the claimed specific computer function in computer implemented inventions such as AI inventions.\textsuperscript{78}

Thus, the adequacy of a patent’s specification in the U.S. (regardless of whether the invention is directed to AI) hinges on whether the specification provides sufficient written description to clearly allow persons of ordinary skill in the art to understand that the inventor had possession of the claimed subject matter at the time of filing.\textsuperscript{79} As noted in the recently released guidance from the USPTO “the specification must describe the claimed invention in sufficient detail such that one skilled in the art can reasonably conclude that the inventor had possession of the claimed invention at the time of filing.”\textsuperscript{80} The guidance goes on to state that “the specification must provide a sufficient description of an invention, not an indication of a result that one might achieve.”\textsuperscript{81} To evaluate the adequacy of a patent’s specification for an AI-technology therefore requires consideration of the technologies being claimed, and must be adequate to enable one of ordinary skill in AI technology to prepare the claimed AI invention.\textsuperscript{82}

The USPTO has defined AI to be any device that perceives its environment and takes actions that maximize its chance of successfully achieving its goals.\textsuperscript{83,84} Colloquially, the term “artificial intelligence” is applied when a machine mimics “cognitive” functions that humans associate with other human minds, such as “learning” and “problem solving.”\textsuperscript{85} Broadly, patents directed to AI may be categorized as inventions directed to: 1) an AI algorithm or AI program itself; and 2) an AI application to another technology. To satisfy the requirements of 35 U.S.C. § 112(a), the patent specification directed to the AI algorithm or AI program itself should provide a skilled AI programmer\textsuperscript{86} the information necessary to prepare such an AI algorithm/program.\textsuperscript{87} Similarly, the patent specification directed to an application of AI to another technology should provide a skilled AI programmer, as well as one of ordinary skill in the art of the applied technology, the information needed to make and use the invention.\textsuperscript{88} Further, as AI inventions will necessarily be computer-implemented inventions, the specifications must disclose both the hardware and software to enable any computer-implemented functional claims to be achieved.\textsuperscript{89,90}

Additionally, adequacy of disclosure for either an AI algorithm/program type invention or an application of AI to another technology type invention hinges on the scope of the claims under U.S. patent law. To meet the written description requirements, a patent specification must teach how to use the AI invention as broadly as it is claimed.\textsuperscript{91} Though a fact based issue, more than one species may be required to be disclosed to adequately support claims to a
genus. Unless an invention is a new form of AI, the invention recited in the claims is likely to be directed to the application of AI to a problem by training a machine learning algorithm with a particular data set in order to solve that problem. Regarding AI patents, the disclosure of species examples supporting genus type claims issue may most often apply in deep machine learning type inventions. Deep machine learning is a subset of machine learning in AI that has networks capable of learning unsupervised from data that is unstructured or unlabeled.

Claiming a deep machine learning algorithm's application to any type of data may require disclosing enough species of data set types to which the algorithm is applied to thereby enable the genus of all data set types.

Thus, to satisfy § 112(a), the data set used for training the learning algorithm (be it an inference machine, binary logic tree, or neural network) will need to be disclosed in the application to enable others to use the same or similar data sets to practice the claims. On the one hand, given the central nature of the training dataset, if only one data set is disclosed, the claims will necessarily be limited to that dataset. If the applicant seeks to broaden the claim scope, more than one data set will need to be disclosed. However, a data set that is merely more of the same type of data will not suffice in supporting broader claims under § 112(a). On the other hand, a clearly different data set will train the learning algorithm to do a different thing. Thus, unless there is a way to show that two different data sets can be used to train the AI system to do the same thing (i.e., the claims of the invention), the disclosure requirements under 35 U.S.C. § 112(a) are likely to limit the scope of the claims to the specific disclosed training data sets and their respective disclosed training outcomes. In order to obtain claim scope that encompasses additional training outcomes, the specification will likely need to further disclose the training data sets used to obtain the desired training outcomes. Accordingly, should the goal of an AI application be to support the broadest AI invention claims possible, the adequacy of the disclosure will likely require disclosure of many examples of application of the AI invention.

4. Assessment of inventive step

In this section, we will look at the inventive step aspect from two broad perspectives. One perspective is where AI technology provides the inventive aspect of the invention, herein called “AI invention.” The other perspective is where the AI technology is the “inventor,” herein called “Inventive AI.” For this particular section of the document, it will be presumed that Inventive AI is considered to be valid for all other purposes of patentability in the US.

In United States patent law, inventive step is generally equivalent to the nonobviousness standard and 35 U.S.C. § 103 defines the statutory terms. The U.S. Supreme Court in Graham v. John Deere articulated a general framework for evaluating obviousness as a question of law based on the following underlying factual inquiries: (1) the scope and content of the prior art; (2) the level of ordinary skill in the prior art; and (3) the differences between the claimed invention and the prior art, often referred to as the Graham factors. The USPTO, in the Manual of Patent Examining Procedure, provides additional guidance regarding nonobviousness under the statutory law and judicial decisions. Patentability of AI inventions including patents based on AI inventive contributions has been long established in the US. The USPTO has an entire classification section dedicated to AI. As a general proposition, there is no particular obviousness bar or special requirements for AI inventions in terms of nonobviousness.
Regarding a potential Inventive AI and its impact on nonobviousness, 35 U.S.C. § 103 reads in part that patentability “shall not be negated by the manner in which the invention was made.” A broad reading of this statute would support that an Inventive AI would not present any bar as presumably the “manner” can include being invented by AI. However, other parts of § 103 may prove to be more problematic in the context of Inventive AIs, for example, “a person having ordinary skill in the art.” As noted above, this section presumes that the Inventive AI is valid, so the question of “person” is not addressed. However, whether the Inventive AI could have the same standard of (1) the scope and content of the prior art and (2) the level of ordinary skill in the prior art, as part of the Graham factors must be considered. Current law generally limits the scope of the relevant art to analogous prior art and inventors can rely on this to argue against combinations that are alleged to be obvious. However, with an Inventive AI, “the scope and content of art” may be expanded to go beyond analogous art, given that the Inventive AI would most likely be presumed to be capable of knowing and processing virtually all of the prior art, at least all that is online or otherwise accessible. Likewise, the “level of ordinary skill in the prior art” may be different for Inventive AIs relative to human inventors, or may evolve so that the standard is the Inventive AI. Finally, it is possible that the Inventive AI may be presumptive evidence of obviousness itself, assuming that similar AI machines would arrive at the same invention or render all inventions obvious as AI becomes more complex and powerful. At the present time, in the U.S., there are no specific judicial decisions or statutory laws to address these potential problem areas in the nonobviousness standard for Inventive AIs, but these will become issues if Inventive AIs become recognized as inventors in the future.

B. China (CN)

1. Inventorship

The three following candidates might be understood as contributing to an AI invention: (1) the AI machine or system (i.e., not a natural person, may be an Inventive AI or part of an AI invention); (2) the developer of the AI; and (3) the user of AI (e.g., the operator of the system, etc.).

In this regard, under Rule 13 of Chinese Patent Law Implementing Regulations, an “inventor” or “designer” means “any person who has made creative contributions to the substantive features of an invention-creation.” Further, the Examination Guidelines explain that the “inventor” shall be an individual, and an organization or company is not qualified to be “inventor.” Therefore, the distinction between an AI Invention and an Inventive AI is moot since a “person” means a human. Thus, only a human can be an inventor and an invention wholly created by AI cannot be patented since it would not qualify as an “inventor” under the Chinese Patent Law Implementing Regulations and Examination Guidelines. In other words, Inventive AI would not be recognized as an inventor, and only the developer or the user of AI can be recognized as an inventor under current Chinese law. The contribution of the developer or the user may be small compared to the AI system, but by definition, only the developer or user can “invent” something not obvious to a person skilled in the art.

Scholars have argued that a new definition of “inventor” is necessary given the rapid development of AI technology. For example, issues such as whether a machine can be listed as an inventor and the rights of Inventive AI as a potential inventor need further clarification.
2. Patent Eligibility

AI inventions fall in the scope of computer program related inventions. The China National Intellectual Property Administration (“CNIPA”) is widely understood to be in the progress of drafting a new Examination Guidelines regarding Computer-Implemented Inventions (“CII”), and will specifically address AI inventions. However, because the new Guidelines have yet to be published, the following discussion will rely on the current Examination Guidelines of 2010 (as revised in 2017) and practice.

According to the Examination Guidelines, computer programs per se, pure algorithms or mathematical rules are excluded from patentability. But a solution capable of being implemented by using a computer program is patentable if the solution solves a technical problem, employs technical means, and achieves a technical effect. Usually, when an AI invention is used in a certain scenario and satisfies “technical” requirements, it is patentable as long as it is within the context of an AI invention and not an Inventive AI.

In this regard, a legal definition of the term “technical” is not included in the Examination Guidelines. Therefore, we can gain insight from day-to-day practice. In practice, taking technical effect as an example, an effect that can be measured physically and with certainty is usually regarded as “technical,” while an effect that might be changed case by case is usually not regarded as “technical.” For example, where the effect is concerned with user experience, the psychological feeling a user experiences is not regarded as “technical” because the feeling might be different depending on different users. However, an effect that can be measured such as looking, hearing, smelling, or tasting is usually regarded as “technical” because the feeling is measurable and with certainty.

3. Adequacy of disclosure

Under Article 26.3 of the Chinese Patent Law, an invention patent or utility model application must have a description that is sufficiently clear and complete to enable a person skilled in the art to understand and carry out the invention. Because Inventive AI is not recognized as a person, patent application drafters of AI inventions should be sure the description is sufficiently clear and complete for a human to understand.

More specifically, the Chinese Patent Examination Guidelines (“Guidelines”) explains Article 26.3 as requiring clarity, completeness, and enablement. While the Guidelines do not provide instructions for AI specifically, they do provide instructions for computer-implemented inventions which would include AI. Regarding drafting of the description, the Guidelines state that drawings must include a principal flow chart of computer programs. The description must include an explanation of every step of the computer program in chronological order, in natural language, and based on the principal flow chart. A person (not an AI) skilled in the art should be able to produce the computer program based on the flow chart and related description. Note that source code is not required in the description but can be included if helpful. If an invention patent application includes modified hardware, a hardware diagram and description should be included.

A relevant case between Apple and Shanghai Zhizhen regarding a chatting Robot patent (related to the Siri function) is currently ongoing and will be informative to patent drafters as to how a description of an AI algorithm needs to be formulated. This case is regarded as the first AI invention infringement and invalidation case in China (litigation was raised in...
The Beijing High People’s court ruled that the patent does not sufficiently disclose the mechanism of chatting robot so that persons in the art cannot obtain the technical effect of how user interacts with the chatting robot to play games (which is regarded as the distinguishing feature of the invention over the prior art). In particular, the description does not clearly describe how to analyze the input format sentence and/or natural language and then send the content related to game to the game server. The case is now being reviewed in the Supreme Court. Two of the key issues to be addressed in the case are: (1) who is the skilled person in the art for the patent; and (2) to what extent details of an AI invention must be described. The Supreme Court’s forthcoming decision will help patent drafters understand “a skilled person in the art” for AI inventions and how the description of the AI algorithm needs to be formulated for clarity.

4. Assessment of inventive step

Since there can be no Inventive AI under current Chinese Patent Law and Implementing Regulations, there is no specific statutory, administrative, or judicial guidance on how inventive step might be analyzed in the case of an invention wholly created by an AI.

If it is presumed that an AI invention meets all other patentability requirements (e.g., inventorship, subject matter, and disclosure requirements), then there are no special inventiveness issues. Such AI inventions are analyzed under the standard problem and solution approach using a three-step analysis of: (1) determining the closest prior art; (2) determining the distinguishing features of the invention and the technical problem actually solved by the invention; and (3) determining whether or not the claimed invention is obvious to a person (human) skilled in the art. Therefore, if these three factors are satisfied for the AI Invention, with the presumptions stated, then Inventive Step would be met.

C. Europe (EP)

1. Inventorship

Art. 60(1) of the European Patent Convention (EPC) states that the inventor or his successor in title is entitled to the right to a European patent. The EPC does not define the term ‘inventor’. Under Art. 81, R. 19 (1) EPC, a European patent application must designate the inventor(s) and a formal statement indicating the applicant’s right to the grant of a patent must be filed. Failure to do so within the required period results in the refusal of the application. Unsurprisingly, there is no European Patent Office (EPO) case law relating to the naming of anyone other than a natural person as an inventor so the question of whether a legal person or an Inventive AI (which is neither a natural person nor a legal person, but possibly could be considered as a class of electronic person under recent European Union (EU) draft proposals) can be named has not arisen.

The EPO assumes the applicant named in the Request for Grant when the application is filed is procedurally entitled to the grant of a European patent (Art. 60(3) EPC). This procedural right is to be distinguished from a substantive right to the grant of a patent, which is a matter of national law of the relevant contracting state. Furthermore, the EPO assumes that the correct inventors have been named and does not verify the accuracy of the designation of inventor (R.19 (2) EPC).
The EPO has no power to determine questions of, or indeed disputes over, inventorship and entitlement in terms of substantive law (see item 3 of Reasons for the decision in G3/92). Instead, according to Art. 1 (1) of the Protocol of Recognition, which is incorporated under Art. 164(1) EPC within the EPC, the courts of contracting states have exclusive jurisdiction to decide entitlement claims. Implementation of any such decision from a national court is governed by Art. 61 EPC.

2. Patent eligibility

The EPO highlights its consistent approach to computer implemented inventions (CII), although with that it deviates from the normal examination practice of inventions. The Index for Computer-Implemented Inventions provides a collection of sections of the Guidelines for Examination particularly for CII inventions where one or more features are realized by means of a computer or computer program.

Generally, computer programs are excluded from patentability at the EPO, but the exclusion does not apply to computer programs having a technical character and producing a further technical effect. However, a legal definition of the term “technical” is still missing and leaves some room for interpretation. Also, on the list of exclusions are AI and machine learning, which include, e.g. neural networks, genetic algorithms, support vector machines, k-means, kernel regression, and discriminant analysis.

Guidelines on the patentability of AI and machine learning technologies came into force in November 2018. Computational models and algorithms are generally considered to be of a mathematical nature. However, a mathematical method may contribute to the technical character of an invention, i.e. contribute to producing a technical effect that serves a technical purpose, by: i) its application to a field of technology, and/or ii) being adapted to a specific technical implementation.

If an AI algorithm fulfills these and other criteria, and depending on how it is claimed, it will be patentable. If an invention results from the application of AI technology to a new situation or to new data to produce a new result the same criteria will apply. The challenge will be to claim this appropriately.

3. Adequacy of disclosure

Article 83 of the EPC requires that a European patent application shall disclose the invention in a manner sufficiently clear and complete for it to be carried out by a person skilled in the art. The Guidelines for Examination does not discuss AI inventions specifically in view of sufficiency of disclosure, however, GL F-III 1. paragraph 4 mentions that for the requirements of Art. 83 and of Rule 42(1)(c) and Rule 42(1)(e) to be fully satisfied, it is necessary that the invention is described not only in terms of its structure but also in terms of its function, unless the functions of the various parts are immediately apparent. Indeed, in some technical fields (e.g. computers), a clear description of function may be much more appropriate than an over-detailed description of structure. Since AI inventions are implemented as software it can be assumed that minimum requirements for sufficiency of disclosure are at the same level as for computer programs in general.

Additional problems may arise if an invention relying on AI technology is claimed but it is not explained in detail how the AI technology is brought to a working implementation.
This often involves specific training or other adjustments. For example, if an AI technology is implemented in the form of a neural network, it may be necessary to describe in detail the network topology and how the weights are set. This was indeed the case in T 0521/95, wherein the board concluded that the application did not give specific information required to set up the network. However, in that case the network topology was considered to be new and based on recent physiological research, and to not be known to a person skilled in the art.

Even if the requirements of Article 83 EPC seem to be easy to fulfill, the sufficiency of disclosure may be important when determining patent eligibility and inventive step. As mentioned above, a mathematical method may contribute to the technical character of an invention, i.e. contribute to producing a technical effect that serves a technical purpose. Thus, it is recommended to describe the way a mathematical method, or an AI algorithm, contributes to the technical character of the invention. The same disclosure may be relevant to the assessment of inventive step as explained below.

4. Assessment of inventive step

Whether or not a patent can be obtained for a CII, including AI inventions is generally determined by a “two-hurdle” approach where the inventive step assessment falls within the second hurdle. In order to overcome the first hurdle (Article 52(2) and (3) EPC) the claimed subject-matter must have a technical character, but the claims may contain a mix of technical and non-technical features.

In a further step, to overcome the second hurdle, novelty (Article 54 EPC) and inventive step (Article 56 EPC) are examined. All features contributing to the technical character are taken into account for the assessment of inventive step. It is checked whether the steps, e.g. of a mathematical method, contribute to the technical character of the invention. There are two dimensions to contribute to the technical character. Technical character can be attested if the invention is adapted to a specific technical implementation, but also if its application is to a field of technology.

Dimension 1: A claim directed to a specific technical implementation may comprise an AI algorithm specifically adapted for an implementation or an AI technology motivated by technical considerations of the internal functioning of the computer. Generally not sufficient are a generic technical implementation, a mere programming, or an algorithm merely more efficient than in the prior art.

Dimension 2: A technical application is given if the AI algorithm serves a technical purpose. This can be if it solves a technical problem in a technical field, is specific (not generic), or the claims are functionally limited to a technical purpose. As AI technology fields are considered, e.g. image or speech processing, fault detection with predictive maintenance, medical analysis, or self-driving cars.

The problem and solution approach for claims comprising technical and non-technical features is regularly applied to determine inventive step for CII and AI inventions (Guidelines for examination G-VII, 5.4). In practice the inventive step condition is often used to reject non-technical inventions.
D. Japan (JP)\textsuperscript{144}

1. Inventorship

In order to be ‘an inventor’, an inventive entity must be a natural person. Thus, AI itself cannot be an inventor regardless of the AI’s contribution during the invention process. A problem may occur when a person (Person A) uses AI to complete an invention. Is Person A an inventor of the invention when he/she used AI to complete the invention?

The AI inventorship situation is similar to ‘joint invention’ in which two natural humans collaborated to create a single invention. Based on a Tokyo District Court decision\textsuperscript{145} if a person conceived of the means for solving the problem, he/she is highly likely to be considered to be an inventor.

Based on the ruling of the Court, if a person only presented the problem, he/she may be considered to be an inventor if the problem itself is a feature of the invention. On the other hand, if a person only took general or comprehensive administrative actions, he/she is not considered to be an inventor.

Taking this ruling into consideration, it may be assumed that inventorship of the above example case shall be determined based on how much contribution Person A made to the invention. In particular, Person A may be considered as an inventor if the he/she presented a problem that relates to a feature of the invention to AI so that AI can solve the problem. Person A may thus be the only inventor of the invention. Conversely, Person A may not be considered an inventor if the problem presented by Person A is merely a general or vague problem or the problem is irrelevant to the feature of the completed invention.

2. Patent eligibility

Inventions Related to AI technology

Computer software inventions are patentable in Japan even if they are business related. If AI-inventions can be claimed as computer-implemented methods, computer systems or data structures without reciting any human or operator intervention, the inventions may be patentable if they satisfy the usual patentability requirements such as novelty, inventive step, enablement, support and clarity. During substantive examination by the Japan Patent Office (JPO), these requirements are evaluated for AI inventions under the same standards as in other fields such as electronics or information technologies.

The JPO recently published an update on “business-related inventions” which, according to the JPO, relate to business methods using information and communication technologies.\textsuperscript{146} Even if an inventor has a remarkable idea relating to sales or production management, such an idea alone is not patent eligible in Japan. However, if the idea is practiced using computers or other hardware resources and is claimed as such, it may be patentable. According to the JPO, the allowance rate of such business-related inventions currently stands at about 70%.

Inventions Created by the Application of AI Technology

The patentability of AI-created inventions has been discussed in different government committees, but no conclusions have emerged. The current Patent Act is entirely premised on
the assumption that a patentable invention is created by a natural person. Thus, the patentability of AI-created inventions is still an open question in Japan.

Thus, AI technology can be the subject of patent applications as an invention requiring the computer software or system, or an invention of data structure. During examination of a patent application, JPO examiners determine the eligibility of an invention directed to AI technology in accordance with the JPO’s Examination Guidelines. This examination is identical to the determination of eligibility for other computer software or data structure inventions, etc. The result of the examination is a determination as to whether the invention amounts to “a creation of the technical idea utilizing a law of nature as a whole”. The JPO has recently added additional examples for AI inventions to its Examination Handbook.

3. Adequacy of disclosure

The JPO does not have any special requirements on disclosure in AI patent applications. Patent applications directed to AI technologies must fulfill the normal requirements for claim support and enablement.

In general, the claimed invention must be sufficiently supported by the specification. Additionally, the specification must clearly and sufficiently disclose the particular means of achieving the invention so that the skilled person can carry out the invention based on the disclosure. There are no clear standards as to how specific the disclosure of AI elements such as a neural network or black box algorithm must be in order to comply with the Examination guidelines.

Based on current practice, it is advisable to take the following into consideration:

- When the invention is directed to a specific neural network structure, it may be preferable to disclose particular algorithms to fulfill the enablement requirement and to differentiate it from prior art;
- When the invention is directed to a learning method, it may be preferable to disclose the input data, how the input data is processed and the nature of the output data;
- When the invention is directed to a trained model, it may be preferable to disclose the particular calculation program and the particular process of how the program uses hardware resources; and
- When the invention is directed to an application of AI technology, the particular input and output data as well as the particular process of how the program uses hardware resources should be disclosed.

4. Assessment of inventive step

The JPO recently provided helpful suggestions and examples on how to apply the current Examination Guidelines and the rules set forth in the Examination Handbook to patent applications directed to AI technology. In particular, the JPO has provided guidance as to how to examine novelty and inventive step by using practical case examples for IoT and AI technologies. In this guidance, the JPO indicates that mere replacement of the prior art by a neural network model does not have inventive step.
E. Korea (KR) 149

1. Inventorship

Current Korean laws consider individuals as inventors. There has been little discussion as to whether to admit Inventive AI as an inventor under Korean law because Inventive AI is generally considered to be an object that is embodied in hardware by a human being.

Meanwhile, the Korean Patent Act 150 addresses whether to admit any meaningful results or technical creations produced by the AI as an invention. Such results produced by the AI, however, are generally interpreted as a process of creating something by a human being and cannot be an invention under Korean Patent Act.

Against this backdrop, some argue that technical creation by AI invention should be interpreted as an invention under the Korean Patent Act. In order to clearly admit an AI invention and clarify an inventorship for such invention, there have been several proposals for legislation: i) legislation of a special law to define the act of invention by the AI and to regulate relationship of rights by the AI-created invention; ii) revisions to the Korean Patent Act 151, and iii) revisions to the Korean Invention Promotion Act.

2. Patent eligibility

Korean law specifies that patent-eligible subject matter includes “the highly advanced creation of a technical idea utilizing the laws of nature.” 152 Under current Korean law, an AI algorithm embodied in software/hardware would most likely not be patent-eligible. In the case of an invention combining AI and specific components to which AI technology is applied (“AI Invention”), patent-eligibility can be established if the invention meets certain requirements. 153 According to the guidelines of the Korean Intellectual Property Office (“KIPO”), computer-related inventions are considered to be patent-eligible where information processing by software is implemented in detail by using hardware. 154 For example, an information processing device (machine) operating in conjunction with software, an operating method thereof, and a computer-readable medium having recorded thereon the software are recognized as a creation of technical ideas using the laws of nature. Accordingly, if a software algorithm generated by a future AI Invention is combined with hardware, Korean patent law may recognize the patent eligibility of such inventions. In this way, an Inventive AI may also be considered patent eligible.

Meanwhile, for business model-related inventions, although it is essential that the invention should be combined with the computer-implemented technology in order to satisfy the patent eligibility requirements of the invention, the essence of a business model-related invention is that the technical and industrial value is the business model itself. 155 Therefore, in a case where a solution for solving a problem such as climate, security, and crime prevention (so-called business model) is derived by an AI invention or Inventive AI, with computer-implemented technology providing the solution, it can be said that the essence of the business model-related invention is created by AI Invention or Inventive AI. Thereby, it can be recognized that the actual creation of the business model invention through the use of AI has been conclusively accomplished.
3. Adequacy of disclosure

The Korean Patent Act has requirements for clear understanding for a reduction to practice for an OPSIA as well as requirements for descriptive support.\(^{156}\)

The Korean Intellectual Property Office (KIPO) does not have an examination guideline specially drafted for AI, but it has an examination guideline for computer-related inventions.\(^{157}\) Therefore, the remainder of the section will base interpretations of AI Invention or Inventive AI through the existing guidelines for computer-related inventions.

The following are examples of violations of the enablement requirement as explained in the examination guideline for a computer related invention:

a) Uncommon technical terms,\(^{158}\)

b) Abstracted descriptions of technical steps or functions,\(^{159}\)

c) The description via figures or flow chart is not specific enough,\(^{160}\) and

d) Claimed invention is defined by functions but flowcharts do not clearly describe the function of the claims.\(^{161}\)

The examination guideline for a computer related invention further states that a section of code may be included to help an OPSIA understand the claimed invention.\(^{162}\)

Regarding enablement, the Supreme Court has addressed a situation where “based on the description and drawings, a computer program should repeatedly execute some procedures and fall into an infinite loop. Although this error is highly likely to be corrected by a normal simulation process when adopting the claimed invention and creating a program, it is not considered that the description is written for a person skilled in the art to correctly understand and reproduce the claimed invention.”\(^{163}\) Thus, it is understood that an error in the explanation of an algorithm may lead to non-compliance with the enablement requirement, regardless of whether or not an OPSIA can easily find the error in description of the algorithm and fix it when working with the claimed invention. Furthermore, the Court rendered that the “claims and disclosure in the description are the same to each other and thus, one skilled in the art cannot easily understand technical structures covered by claims, combination of the technical structures, nor their technical effects.”\(^{164}\) This means that having only the same disclosure in the description as in the claims may comply with the descriptive support requirement but result in non-compliance with the enablement requirement.

In the meantime, there is no distinction in claim construction between means-plus-function limitations and normal limitations in Korea because the Korean Patent Act does not include provisions corresponding to 35 U.S.C. § 112(f). That is, scope of claim shall be construed based on claim languages and description, and is not limited to the corresponding structure, material, or acts described in the specification and equivalents thereof. Thus, it seems that an applicant does not necessarily need to disclose every possible example corresponding to means-plus-function limitations at the time of filing. The Patent Court stated that it should be construed that functional claim is not limited to examples disclosed in the description or drawings, but has broader scope covering all of technical structures identified from a technical idea.\(^{165}\)
4. Assessment of inventive step

Korean Patent Act Article 29, requirements for patent registration, is simple and too inclusive. For this reason, the article of the inventive step has never been affected or revised due to the appearance of new technology. The Patent Examination Guidelines of KIPO has also never been affected or revised due to the appearance of new technology or new concepts of invention such as business method inventions. It has also not been reported yet regarding the change of the inventive step standard due to AI technology.

As discussed under the patent-eligibility section, since AI technology itself such as AI algorithm does not meet the eligibility requirement, it shall not go through a determination of the inventive step. For AI inventions, the criterion of the inventive step would not have any difference with those for the conventional inventions or general software related inventions.

A governmental policy regarding a specific technical field would affect a threshold of the inventive step examination which determines patentability. It appears that KIPO tends to keep high level of threshold of the inventive step for an AI invention, as they have been doing for software inventions.
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The purpose of this document is to provide educational and informational content and is not intended to provide legal services or advice. The opinions, views and other statements expressed by the contributors are solely those of the contributors and do not necessarily represent those of AIPLA, AIPPI and FICPI. Contributors provided in greater detail to sections of this document to which they contributed their expertise. Special thanks are extended to the editorial contributions of:

Max Bracero is a 2019 graduate of Temple Law School, a Research Assistant at TalksOnLaw.Com, and an active member of Temple’s National Lawyers Guild Expungement Project. (tug80572@temple.edu).

Raphael (“Ray”) Freiwirth – Owner RF IP Law, PLLC, JD, BSEE, BA International Relations, In-house Contract General & IP Counsel, mentoring startups, long time computer engineer, AI Legal Afficionado (Ray@rflplaw.com).

Allison Gaul is a senior associate at Kilpatrick, Townsend, and Stockton LLP’s Washington, DC office and focuses her practice on patent prosecution for inventions related to artificial intelligence, machine vision, drones, and augmented reality. (agaul@kilpatricktownsend.com).

3 Sections not otherwise attributed to specific authors were contributed by:

Raphael (“Ray”) Freiwirth – Owner RF IP Law, PLLC, JD, BSEE, BA International Relations, In-house Contract General & IP Counsel, mentoring startups, long time computer engineer, AI Legal Afficionado (Ray@rflplaw.com).

Allison Gaul is a senior associate at Kilpatrick, Townsend, and Stockton LLP’s Washington, DC office and focuses her practice on patent prosecution for inventions related to artificial intelligence, machine vision, drones, and augmented reality. (agaul@kilpatricktownsend.com).

4 The first conference devoted to the study of AI took place at Dartmouth College in 1955. See John McCarthy et al., A Proposal for the Dartmouth Summer Research Project on Artificial Intelligence, August 31, 1955, 27 AI MAGAZINE 12, 12-14 (2006),


AIPLA Spring 2018:

Getting to Allowance: Strategies for Overcoming Examiner Rejections Off the Merits
Moderator: Elise J. Selinger, Patterson + Sheridan, LLP, Dallas, TX

Patenting Artificial Intelligence Technology
Slides
Sandy Swain, Microsoft Corporation, Redmond, WA
Jian Mia, Microsoft Corporation, Redmond, WA

Using Big Data to Predict the Future at the USPTO
Slides; Paper
Jeremy Sanders, TerraPower, Inc., Seattle, WA


On September 13, 2018, the USPTO issued a request soliciting information on AI technologies that might improve patent search and examinations. See USPTO, USPTO's Challenge to Improve Patent Search with Artificial Intelligence, Solicitation No. RFI-USPTO-AI-PATENT-SEARCH-18, (Sept. 13, 2018), available at https://www.fbo.gov/index?s=opportunity&mode=form&id=9af5c1a672b3c93e44bf6c2502cf9052&tab=core&cview=1.
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In an interview with The Verge (an American news and media network focused on technology), a computational neuroscientist explained the concept of “deep learning” as it relates to generative adversarial networks:

They are, in a sense, generating internal activity. This turns out to be the way the brain works. You can look out and see something and then you can close your eyes and you can begin to imagine things that aren’t out there. You have a visual imagery, you have ideas that come to you when things are quiet. That’s because your brain is generative. And now this new class of networks can generate new patterns that never existed.


See Fina Oil & Chemical Co. v. Even, 123 F.3d 1466, 1473 (Fed. Cir. 1997) (“An individual must make a contribution to the conception of the claimed invention that is not insignificant in quality, when that contribution is measured against the dimension of the full invention.” (emphasis added)); Fiers v. Revel, 984 F.2d 1164, 1168 (Fed. Cir. 1993).

The USPTO has enacted regulations in the Manual of Patent Examining Procedure that require an oath or declaration by the inventor in order to obtain a patent. The regulations states in relevant part:

a) The inventor, or each individual who is a joint inventor of a claimed invention, in an application for patent must execute an oath or declaration directed to the application, except as provided for in § 1.64. An oath or declaration under this section must: (3) Include a statement
that the person executing the oath or declaration believes the named inventor or joint inventor to be the original inventor or an original joint inventor of a claimed invention in the application for which the oath or declaration is being submitted; and (4) State that the application was made or was authorized to be made by the person executing the oath or declaration.
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